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Abstract

Background A surgeon performs various surgical actions with the help of
teleoperation technology during robot assisted minimally invasive surgery.
The slave manipulators reproduce every movement of the surgeon’s hands,
completely and faithfully. However, in some cases, unexpected collisions be-
tween surgical instruments and fragile organs might occur around the lesion,
causing further injury.

Method Marking critical areas near the surface of each vulnerable organ and
generating virtual fixtures, based on which to constrain the slave manipulator
motion to prevent any unexpected collision.

Result Virtual fixtures can be easily defined using the proposed method
before or even during the surgery as the surgeon wishes. The experimental
results show that the virtual fixtures can protect the organs very well during
surgical manipulation.

Conclusion The proposed method can easily be applied to any master–slave
minimally invasive surgical (MIS) robotic system to increase the safety of
robot-assisted surgery. Copyright © 2013 John Wiley & Sons, Ltd.

Keywords minimally invasive surgical robotic system; customizable virtual fix-
tures; the minimum distance; spatial motion constraints

Introduction

Minimally invasive surgery is a procedure typically involving the use of
arthroscopic or laparoscopic devices and the manipulation of instruments using
indirect surgical field observation through an endoscope. The surgical procedure
is carried out through a body cavity or an anatomical opening (1). This approach
is less invasive than the traditional open surgery used for the same purpose,
hence usually resulting in less post-operative pain, less scarring, less chance
for infection and a quicker recovery. This approach is a significant breakthrough
in surgical technology. However, there are still certain issues that remain to be
addressed. First, a patient-side assistant is needed to operate the endoscope
for the surgeon during the surgery. The position accuracy and stability of the
hand-operated endoscope cannot be guaranteed. Hand-operated MIS instru-
ments are also difficult to operate because the movement vectors are counter-
intuitive. A surgeon requires extensive, long-term training to be skilled. Ad-
vanced robotic technology has been introduced to overcome these deficiencies.
Various kinds of MIS robotic systems have been designed to help the surgeon
with endoscope and surgical instrument manipulation (Figure 1). One of the
most well known MIS robotic systems is the da Vinci surgical system (2) from
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Intuitive Surgical Inc. It consists of a master control console
and four slave robot manipulators. Various surgical instru-
ments can be mounted at the end of each manipulator.
With the ability to move quickly, accurately and stably,
the MIS robotic system significantly enhances the surgeon’s
ability, reduces their cognitive load and pressure, improves
their performance and helps them carry out the surgery
with higher quality and safety.

During robot-assisted minimally invasive surgery the
surgeon manipulates the slave surgical manipulator inside
the patient using teleoperation, which means the surgeon
only needs to sit by a master console and perform the
various operational actions with the input handles. The
instruments on the slave manipulator will move in the
same direction as the surgeon’s hands. Every movement
of the surgeon’s hands will be completely and faithfully
reproduced by the slave manipulator. This motion repro-
duction control strategy is simple, effective and identical
to the user’s intuition, and therefore has been adopted
by many MIS robotic systems throughout the world.
However, due to the lack of tactile feedback the surgeon
might unconsciously move the surgical instrument exces-
sively. Currently there is still no mature solution for sens-
ing the force acting at the end of the surgical instrument.
The severe requirements of minimally invasive surgery
allow the surgeon only limited visual information of the
pathological area. Especially when the operating volume
area is very narrow, unexpected collisions might occur
between the slave manipulator and vulnerable organs
(such as nerves and arteries) around the lesion, causing
inadvertent injury to them (even threats to the patient’s
life). Some MIS robotic systems utilize a surgical naviga-
tion system to handle this problem. A medical imaging
system produces a 3D geometric model of the pathologi-
cal area. The surgical navigation system then tracks the
instrument relative to the accurate 3D model. Different
algorithms can be used to constrain the slave manipulator
motion to avoid inadvertent injury. Virtual fixtures

technology (3) is currently one of the most commonly
employed motion constraining methods. A virtual fixture
is a computer-generated region in which the surgical
instrument’s degrees of freedom are reduced so that the
instrument’s movement can be influenced along a desired
path (this is called guiding virtual fixture) or limited out-
side a restricted region (this is called forbidden regions
virtual fixture or virtual wall). Visually a virtual fixture
is to the surgical instrument like a ruler is to a pen. How-
ever, in prior research, nearly all virtual fixtures of interest
had to be defined based on the 3D target pathological
area model, which makes the preoperative phase very
complex and time-consuming. The existing 3D imaging
devices and surgical navigation systems are also very
expensive. This paper presents a new virtual fixture
generation method. The proposed method is low-cost
and easy-to-use compared with traditional methods.
Preoperative 3D modeling of the pathological area is no
longer necessary. The surgeon only needs to manipulate
the slave manipulator to mark critical points near the
surface of each vulnerable organ in need of protection.
Virtual fixtures are then automatically generated based
on the marked points that completely cover the organ of
interest. During the surgery the control system calculates
and monitors the minimum distance between the slave
manipulator and all generated virtual fixtures in real time.
When the minimum distance is smaller than a threshold
value, two types of virtual assistive forces will be gener-
ated to constrain the slave manipulator movement to
prevent any possible collision.

This paper is organized as follows. After the introduc-
tion, additional details about the proposed virtual fixture
generation method are introduced. A fast algorithm is
then designed to calculate the minimum distance between
the surgical instrument and all generated virtual fixtures
in real time. Based on the minimum distance obtained
the control system can accordingly constrain the spatial
motion of the surgical instrument. A new motion

Figure 1. A comparison between the traditional minimally invasive surgery (left) and the robot-assisted minimally invasive surgery
(right, using da Vinci surgical system (2))
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constraint method is then introduced that can prevent the
surgical instrument from colliding with the virtual fixtures
and also guide the surgical instrument to bypass the de-
fined virtual fixtures and move towards its original goal.
Experiments are then conducted to examine the validity
of the proposed algorithm. The results and related discus-
sions are given. Conclusions are drawn and future work is
briefly described in the last section of this paper.

Materials and methods

A new virtual fixture generation method

The virtual fixture, as described above, is a technology
that assists the human operator in safer, faster, and more
accurate task completion. It can be a guiding virtual
fixture or a forbidden regions virtual fixture, acting as a
macro that assists a surgeon in carrying out a structured
surgical action, or a safety constraint that prevents the
surgical instrument from entering a potentially dangerous
region of the workspace. The concept of virtual fixtures
was first introduced by Rosenberg to improve
telepresence in a telemanipulation task (4). Virtual
fixtures have been widely used in robot-assisted surgery.
Davies et al. (5) used it to constrain a robot in cutting
the femur and tibia within a preprogrammed permitted
region during prosthetic knee surgery. Park et al. (6)
developed some virtual fixtures from preoperative CT scan
data, to constrain the instrument’s motions along appro-
priate paths for internal mammary artery (IMA) in
harvesting a portion of the coronary artery in robot
assisted bypass graft procedures. In Li et al.’s research
(7,8) spatial motion constraints were designed to assist
the surgeon in high-skilled manipulation tasks in ear, nose
and throat (ENT) surgery. The virtual fixtures involved
were automatically generated based on a 3D geometric
model created from preoperative medical images. The
research by Marayong et al. (9) provided a demonstration
of control algorithms for general motion constraints with

varying compliance. The virtual fixtures used were also
created from sensor data. Abbott et al. (10,11) presented
the design, analysis and implementation of two categories
of virtual fixtures in their work. Kapoor et al. (12) intro-
duced an algorithm for a stitching task in endoscopic
surgery under robotic assistance. In Bettini et al.’s work (13),
guiding virtual fixtures were implemented in a vision-
based cooperative manipulation system to limit the motion
of the surgical tool. Becker et al. (14) derived a virtual
fixture framework for active handheld micromanipulators.
The guiding virtual fixtures applied were generated in real
time from microscope stereo video during the surgical
procedure. Ryde et al. (15) utilized some forbidden-region
virtual fixtures generated from streaming point clouds
captured using a Kinect camera (Microsoft Corp.) to
protect the beating heart. During the surgery the virtual
fixtures were also updated in real time. Unfortunately, this
method could not be applied to a minimally invasive surgi-
cal operation. In general, the virtual fixtures used to
protect organs or tissues are generated from accurate 3D
geometric data from the pathological area. Hence, the
surgeon needs to scan the patient before the surgery using
a medical imaging device such as CT or MRI (usually in
another room) to obtain an accurate 3D model of the
pathological area. Virtual fixtures are then defined and
generated based on the 3D model. This process is time-
consuming and wearisome. The required medical imaging
devices are also very expensive.

This paper introduces a new virtual fixture generation
method that is low-cost and very easy to use. To help us
better illustrate this method a simple virtual surgical
scene is built in the OpenHRP3 simulation environment,
as shown in Figure 2. The virtual surgical scene consists
of a virtual MIS robot (it has three slave manipulators,
two of them are surgical tools carrying arms, and the third
is an endoscope holding arm) and a surgical zone. The
surgical zone contains a diseased organ (the red sphere),
and some other vulnerable organs around the diseased
organ (the green boxes). The objective of this virtual
surgery is to remove part of the diseased organ (the red
sphere). However, the diseased organ is surrounded by

Figure 2. A simple virtual surgical scene in the OpenHRP3 simulation environment
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other organs (the green boxes), which makes it difficult
for the surgeon to finish the task without touching the
surrounding vulnerable organs. Hence, some forbidden-
region virtual fixtures are needed to assist with this
manipulation task.

Unlike traditional virtual fixture generation methods,
accurate 3D pathological area modeling is not required.
We only need to manipulate the slave manipulator to
mark critical points near the surface of each vulnerable
organ to generate the virtual fixtures we need. As shown
in Figure 3(a), first we command the slave manipulator
to move along the organ shape features and mark a series
of points at important locations. A blunt-ended instrument
is mounted on the slave manipulator during this process. If

this blunt instrument comes in contact with the organ
surface it will not cause any injury. The spatial positions
of the marked points can be easily obtained and recorded
by solving the forward kinematics of the surgical manipu-
lator. The robot’s base coordinate system is selected as
the coordinate reference system for the marked points to
simplify the computation described later. We marked
approximately 60 points in four key positions for each
vulnerable organ (as shown in Figure 3(b)). This process
took less than 2 min. Near every important position the
surgeon can repeatedly mark several points to achieve a
better result. After the marking of all points, the algorithm
merged the relatively close points (closer than a threshold
value, which can be adjusted in different surgical

Figure 3. A demonstration of the new proposed virtual fixture generation method
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operations) into one key point and its position stored in an
array. We used four key points in the demonstration, as
shown in Figure 3(c). The number of the key points needed
to generate a virtual fixture is determined mainly by the
geometrical shape of the organ or tissue to be protected
and the precision requirement of the surgical manipulation.
In practice, the surgeon can mark as many key points as he/
she wishes to generate a more suitable virtual fixture for a
complex-shaped organ/tissue. The more key points the
surgeon marks, the more precise the virtual fixture’s shape
can be and naturally it costs more time and effort.

Based on the key design points, a convex hull can be
automatically generated. Theoretically, this convex hull
should be able to cover the organ (the green box)
completely. However, it will be expanded moderately for
safety’s sake, usually by a factor of 1.1 or 1.2 to adapt to
the organ’s movement or deformation, as shown in
Figure 3(d). The completed virtual fixture can be used
to protect the organ (the green box) during the surgery
(Figure 3(e)). After the first virtual fixture is generated,
the procedure can be repeated to create more virtual
fixtures until all fragile organs/tissues are well protected.
Any number of virtual fixtures can be used at the same
time during the surgery. A flow diagram of the proposed
virtual fixture generation method is illustrated in Figure 4.
As we can see this new method is simple and easy to use.
This process can be conducted during the preoperative
stage or even during the surgery, which makes its practi-
cal application very flexible and convenient. One thing to
be noted is that the proposed method requires the
movement or deformation of the protected organs to be
relatively small or regular during the entire surgery.
For easily deformable organs, such as the intestine,

additional assistance tools are needed to restrain the
organ positions first, then some virtual fixtures could
be built to protect them.

Minimum distance calculation
between the surgical instrument
and all virtual fixtures

After virtual fixtures are generated we constrain the slave
manipulator motion to ensure no inadvertent injury
occurs during the surgery. The first step is to obtain the
closest pair of points between the surgical instrument
and all generated virtual fixtures where a collision is most
likely to occur. This can be boiled down to the minimum
distance problem among multiple convex polyhedrons,
which is a problem commonly faced in many fields, espe-
cially in computer graphics. There are already numerous
solutions to this problem, such as various kinds of
bounding box methods (16–23), the Lin-Canny closest
features algorithm and its derivative algorithms (the most
famous one is the Voronoi-Clip algorithm) (24–27,35),
the Enhanced GJK algorithm (28,29), fast solution algo-
rithms using graphics hardware (30,31), the hierarchical
presentation approach (32), the normal vector based calcu-
lation method (33), the particle swarm search algorithm
(34), etc. In our research the generated virtual fixtures
are simply-shaped convex polyhedrons. The surgical
instrument mounted on the slave manipulator is usually
slender rod-shaped, which could be treated as a line
segment in the computation. The problem to be solved
can be simplified to the minimum distance problem from
a line segment to some simply-shaped convex polyhedrons.

Figure 4. Flow diagram of the generation procedure of customizable virtual fixtures
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The surgical robot control system is rigorous real-time
demand, always requiring a high efficiency algorithm.
Therefore, rather than using a traditional general algo-
rithms, we propose a new fast solving algorithm that
adheres to the characteristics of MIS robots. This new pro-
posed algorithm is more efficient because it is specific to
our application. More importantly, the proposed method
has no specific requirement for convex polygon (virtual
fixture) storage, which makes it easier to use.

To obtain the minimum distance between a line
segment and a polyhedron in space, we need to calculate
only the distance from this line segment to all faces of the
polyhedron. The smallest value is the minimum distance
(Figure 5). The minimum distance from a line segment
PQ to a face (a triangle ABC) in space must be one of
the following five distances (assuming that segment PQ
does not intersect triangle ABC):

1. the minimum distance between segment PQ and
segment AB;

2. the minimum distance between segment PQ and
segment BC;

3. the minimum distance between segment PQ and
segment AC;

4. the minimum distance from vertex P to triangle ABC;
5. the minimum distance from vertex Q to triangle ABC;

These five minimum distance candidates can be attrib-
uted to two cases: Case 1 ((1), (2) and (3)) involves solv-
ing the minimum distance between two segments; and
case 2 ((4) and (5)) involves solving the minimum dis-
tance from a vertex to a triangle. For case 1 the minimum
distance can be calculated as follows (assuming that there
are two line segments PQ and AB in space):

1. If the feet of two line segments’ common perpendicu-
lar are both located on segments PQ and AB, the
distance between the two perpendicular feet is just
the minimum distance between PQ and AB, as shown
in Figure 6.

2. If any of the perpendicular feet are located outside
PQ and AB, the minimum distance between the two
segments should then be the smallest of the
following four distances: the minimum distance from
vertex P, Q to segment AB and the minimum distance
from vertex A, B to segment PQ. The minimum dis-
tance calculation from a vertex to a line segment
can be done based on plane geometry. As shown in
Figure 7, through A, draw a line perpendicular to
PQ. If the foot of the perpendicular lies on PQ, the
distance between A and the perpendicular foot is
the minimum distance between A and PQ. Otherwise,
the minimum distance would be the smaller of the
distances from A to P and from A to Q.

For case 2, the minimum distance between a vertex and
a triangle can be calculated as follows (assuming that
there are a vertex P and a triangle ABC in space):

1. If the foot of the perpendicular line from vertex P to
triangle ABC lies within ABC, the distance from P to
the foot of perpendicular is the minimum distance
between P and ABC.

2. If the foot of the perpendicular line lies outside ABC,
the minimum distance should then be the smallest of
the minimum distances from vertex P to segments
AB, BC and CA, as shown in Figure 8. The minimum
distance calculation from a vertex to a line segment
was already introduced above (Figure 7).

Figure 6. The minimum distance between two line segments in space

Figure 5. The smallest value among the minimum distances from the segment to all faces of the polyhedron is the minimum distance
between the line segment and the polyhedron
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In this way we can obtain the minimum distance
between a line segment and a triangle in space, and
further the minimum distance from this line segment to
all polyhedrons in space. However, the traversal algorithm
described above is ineffective. In each control interval the
algorithm needs to refresh the minimum distance from
the line segment to all triangles and then choose the
smallest one. As the total number of triangles increases
the time needed for calculation will also increase, which
is undesirable for a MIS robotic system. Accelerating this
algorithm is therefore necessary. For a MIS robot control
system each control cycle usually costs less than 1 ms. In
such a short period the displacement of the surgical
instrument is relatively tiny. According to the continuity
of motion the position of the surgical instrument in the

next control interval should be somewhere close to its
current position. The same thing also happens to the
new location for the closest pair of points. The computa-
tion process can be accelerated based on this principle.
In each control interval the area in which the closest pair
of points might be located can be estimated based on its
location in the previous control interval. We only need
to calculate the minimum distance between the surgical
instrument and those triangles within this possible area.
In this way the computation in each control interval is
greatly simplified.

As shown in Figure 9, for a convex polyhedron:

1. If the closest point S1 on the convex polyhedron is
located within a certain triangle in the previous

Figure 8. The minimum distance from a point to a triangle in space

Figure 9. The relationship between the previous location and current location of the closest point on a convex polyhedron

Figure 7. The minimum distance from a point to a line segment in space
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control interval, it should still be there (within this tri-
angle) in the current control interval.

2. If the closest point S1 is located on a certain edge of the
convex polyhedron in the previous control interval, then
in the current control interval, S1might be located in one
of those two triangles which contain this edge.

3. If the closest point S1 is located on a certain vertex of the
convex polyhedron in the previous control interval, then
in the current control interval, S1might be located in one
of the adjacent triangles which share this vertex.

Once we obtain the location of the closest point S1 on a
convex polyhedron, we can track it and predict its possible
location in the future. In each control interval we only
need to calculate the minimum distance between the
surgical instrument and a few triangles instead of all of
the triangles in space. In the above discussion only one
virtual fixture is taken into consideration. When there is
more than one virtual fixture, all of the candidate points
(S1, S2, S3 …… Si) on each virtual fixture are tracked
and the closest one is chosen. It must be pointed out that
this method can only accelerate the computing process
after obtaining the previous location of the closest point.
During the first solution process the algorithm still needs
to compute the minimum distances from the surgical
instrument to all faces of the virtual fixtures. We can take
some measures to accelerate the first solution process,
such as using the Voronoi region to reduce the number
of triangles to be computed. However, in practice, the
virtual fixtures generated are usually simply-shaped and
the total number of their faces would not be too large
(usually smaller than 100). Besides, this time-consuming
first solution process could be finished in the initialization
phase as pre-computation, therefore it will not affect the
real-time performance of the surgical teleoperation at all.

Spatial motion constrained method
design for the MIS robot

Based on the minimum distance between the surgical
instrument and all virtual fixtures a motion constrained
algorithm is designed to prevent any inadvertent collision

during the surgery. The artificial potential field (APF)
method (36) is a commonly used method to constrain
the spatial motion of a robot. Modeled after the potential
fields’ concept in physics, it generates a virtual potential
field in the robot’s workspace, usually consisting of a
repulsive potential field used for obstacle avoidance and
an attractive potential field for goal tracking purposes, as
shown in Figure 10. The robot’s motion can be constrained
under the combined effect of the two types of virtual poten-
tial forces. The APFmethod is simple in principle and can be
easily realized in the bottom control level, making it real-
time. It is also very flexible, in that the generated artificial
potential force can be easily modified according to the
requirements of different applications. However, the local
minimum trap is the biggest problem in this method. The
local minimum trap might make the robot fall into a dead-
lock situation during autonomous movement (37). Other
methods, such as the fuzzy logic control (38), the artificial
neural network (ANN) (39), the vector field histogram
(VFH) (40), the curvature-velocity method (41), the behav-
ior optimization based method (42), were also widely used
to constrain robot movement. The purpose of our research
is to find a method to assist surgeons in a highly skilled
manipulation task and provide haptic feedback to them.
We therefore chose the relatively simple and efficient APF
method. A repulsive potential force is utilized to prevent
the surgical instrument from colliding with the virtual fix-
tures. We also designed another assistive force that can
guide the surgical instrument to bypass the virtual fixtures
and approach its original goal.

The definition of the artificial potential function varies
in different applications. The repulsive potential function
used in our research is defined as follows:

EP
→
Dr2o

� �
¼

1
2
λ

1
→
Dr2o

���
���
� 1
dthreshold

0
B@

1
CA

2

;
→
Dr2o

���
���≤dthreshold

0 ;
→
Dr2o

���
��� > dthreshold

8>>>>><
>>>>>:

where
→
Dr2o denotes the minimum distance vector from the

robot to the obstacle, and λ is a scaling factor. The repulsive
potential force acting on the robot can be obtained as:

Figure 10. Two commonly used artificial potential fields: the attractive potential field and the repulsive potential field
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The new assistive guiding force for assisting the
surgical instrument in bypassing the virtual fixtures and
moving towards its original goal can be calculated as

follows: as shown in Figure 11,
→
P1S indicates the

minimum distance vector from the instrument PQ to

the virtual fixture at this moment, P1 is the closest point
on the surgical instrument while S is on the virtual fix-

ture. The virtual repulsive force
→
FrP1 acting on P1 can

be calculated based on the minimum distance vector
→
P1S

→
Dr2o ¼→P1S

� �
as described before. The cross-product

operation is used to generate the assistive guiding force.

Note the velocity of the instrument’s end P as
→
V toolend, so we

have the velocity of the closest point P1 as
→
VP1 ¼ →

V toolend=k,

in which k ¼ →
PQ
���

���=→P1Q
���

���, especially, when the tail end of

the instrument P is the closest point P1, k=1. By employing

a cross-product operation between the velocity
→
VP1 and the

minimum distance vector
→
P1S, we get an auxiliary rotating

vector
→
ω as

→
ω ¼ →

VP1 �→P1S . Further, through another
cross-product operation between the auxiliary rotating vec-

tor
→
ω and the minimum distance vector �→P1S

� �
, we obtain

another vector
→
ω ��→P1S

� �
. The force along this new vec-

tor can guide the surgical instrument to bypass the virtual
fixture (since the direction of this new vector is perpen-

dicular to the minimum distance vector
→
P1S ) and move

towards its original goal (due to the effect of the rotating

vector
→
ω). The magnitude of the guiding force can be de-

fined differently according to the requirement of different
surgical operations. This paper sets the guiding force in

proportion to the velocity of the closest point
→
VP1

���
��� and

inversely proportional to the minimum distance
→
P1S
���

��� ,
as shown below:

Figure 11. The repulsive potential force and the assistive guiding
force acting on the instrument during teleoperation
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Figure 12. The trajectories of the tail end of the surgical instrument during the manipulations. (Left, only the repulsive potential
force is applied; Right, both the repulsive potential force and the assistive guiding force are implemented)
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where γ is also a scaling factor. After we get the repulsive po-
tential force and the assistive guiding force acting on the
closest point P1, we still need to calculate the equivalent
forces acting on the tail end of the instrument P, which will
be used for the force feedback. The equivalent forces acting

on P can be easily calculated as
→
Fguiding ¼

→
FgP1=k and

→
Frepulsive ¼

→
FrP1=k , where k ¼ →

PQ
���

���=→P1Q
���

��� as defined

before. Using the combined effect of the repulsive potential
force and the assistive guiding force, the constraint and
guidance of the instrument’s motion can be realized to as-
sist the surgeon in the manipulation task.

The effectiveness of the proposed motion constrained
method is examined using the virtual fixture generated in
the previous section. Two manipulations are performed.
During the first manipulation only the repulsive potential
force is used to constrain the instrument’s movement. Both
the repulsive potential force and the assistive guiding force
are implemented in the second manipulation. The distance
threshold dthreshold is set to 10 cm. The experiment results
are shown in Figures 12, 13 and 14. Figure 12 shows the
trajectories of the surgical instrument’s tail end during
the two manipulations. As we can see, with only the repul-
sive potential force implemented the trajectory becomes

Figure 13. The virtual assistive force acting on the tail end of the surgical instrument. (Left, only the repulsive potential force is
applied; Right, both the repulsive potential force and the assistive guiding force are implemented)

Figure 14. The minimum distance between the instrument and the virtual fixture during two manipulations. (Left, only the repulsive
potential force is applied; Right, both the repulsive potential force and the assistive guiding force are implemented)
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shaky when it moves close to the surface of the virtual
fixture. That occurs because the repulsive potential force
can only bounce the surgical instrument away from the
fixture surface. After that the repulsive force will decrease.
Due to the inertia of the user’s hand the surgical instru-
ment will overcome the reduced repulsive force and move
towards the virtual fixture again. This procedure is
repeated over and over, leading to shaky movement near

the surface of the virtual fixture. During the second
manipulation the assistive guiding force guided the
surgical instrument past the virtual fixture quickly when
the instrument moved towards the virtual fixture. The
trajectory was relatively smooth. The virtual forces
acting on the end of the surgical instrument during the
two processes are illustrated in Figure 13. Figure 14
indicates the variation in the minimum distance between

Figure 15. Our experiment platform: a 7-dof haptic interface Omega 7, a virtual MIS robot and a virtual surgical scene in the
OpenHRP3 simulation environment

Figure 16. Generating a protection virtual fixture for the vulnerable organs
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the instrument and the virtual fixture during two manip-
ulation tasks. It can be seen clearly that the instrument
movement was much smoother and more rapid when
both the repulsive potential force and the assistive guid-
ing force are implemented.

Results

Simulation experiments and results

To further illustrate the practical application of the
proposed method we set up a more realistic virtual mini-
mally invasive surgical scene in the open source simula-
tion environment OpenHRP3, as shown in Figure 15.
The 3D models of the organs used in our virtual surgery
were obtained free from the SketchUp Model Library
powered by Google. The layout of these organs is not
technically accurate, but it is tolerable here since we only
want to demonstrate how to use the proposed method
and verify the effectiveness of the proposed motion

constraint algorithm. The experimental platform consists
of a 7-dof haptic device Omega 7 from Force Dimension
Inc. as the input surgical handle, a virtual MIS robot and
a virtual patient. We can use the Omega 7 to manipulate
the virtual MIS robot to generate the required virtual
fixtures and then perform various surgical actions.

During the experiment we manipulated the surgical
instrument to carry out surgical actions on the stomach.
The target area is indicated by a tessellated semitranspar-
ent sphere, as shown in Figures 15 and 16. Near the lesion
there are important organs that require protection. We
generated a virtual fixture to protect them from potential
injury during surgery. The virtual fixture generation pro-
cedure is the same as before. We first manipulate the slave
manipulator to mark some points near the surface of the
organ. A virtual protection fixture is automatically gener-
ated and attached to this organ, as depicted in Figure 16.
With the help of the generated virtual fixture we can
confidently carry out various surgical actions. Whenever
the surgical instrument gets too close to the virtual fixture
(the distance threshold dthreshold is set to 1 cm in this
experiment), the virtual assistive forces prevent it from

Figure 17. The generated virtualfixture can prevent the surgical instrument from collidingwith the organ during the surgicalmanipulation
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touching the organ and guide the surgical instrument
around the virtual fixture (as shown in Figure 17). And
the master device gives real-time feedback to the user.

Conclusion and discussion

This paper presented a novel forbidden region virtual
fixture based motion constraint method proposed to assist
surgeons in surgical teleoperations. The proposed method
can prevent unexpected collisions between the surgical
instrument and fragile organs around a target lesion, thus
increasing the safety of robot-assisted minimally invasive
surgery. First, a new simple and easy to use virtual fixture
generation method was introduced, which can be easily
applied to any master–slave MIS robot system. Unlike
traditional methods, 3D modeling of the pathological area
before surgery is not necessary. The surgeon only needs
to manipulate the slave manipulator to mark a series of
points near the surface of each vulnerable organ. Virtual
fixtures that completely cover the vulnerable organs are
automatically generated based on these marked points. In
this way helpful virtual fixtures can be easily defined as
the surgeon wishes before or even during the surgery. After
generation of all needed virtual fixtures the control system
computes and monitors the minimum distance between the
surgical instrument and all virtual fixtures in real time. In
light of the structural characteristics of our MIS robot a
new fast solving algorithm was proposed. The proposed
algorithm is efficient and has no specific requirements for
virtual fixture storage. When the minimum distance is
smaller than a threshold value, virtual assistive forces are
generated to constrain the movement of the slave manipu-
lator. Two types of assistive forces are utilized, a repulsive
potential force that prevents the surgical instrument from
colliding with the virtual fixtures and an assistive guiding
force that guides the surgical instrument to bypass the
defined virtual fixtures and move towards its original goal.
Simulation experiments demonstrated the effectiveness of
this algorithm. In the future we will develop the proposed
method further and apply it to a real MIS robot developed
in our laboratory. The ultimate goal of our research is to
make this method available for minimally invasive surgery.
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