Advanced Credit-Assignment CMAC Algorithm for Robust Self-Learning and Self-Maintenance Machine

ZHANG Lei (张蕾)†, LEE Jay, CAO Qixin (曹其新), WANG Lei (王磊)

Research Institute of Robotics, Shanghai Jiao Tong University, Shanghai 200030, China;
Research Center of Intelligent Maintenance Systems, University of Wisconsin-Milwaukee, WI 53224, USA

Abstract: Smart machine necessitates self-learning capabilities to assess its own performance and predict its behavior. To achieve self-maintenance intelligence, robust and fast learning algorithms need to be embedded in machine for real-time decision. This paper presents a credit-assignment cerebellar model articulation controller (CA-CMAC) algorithm to reduce learning interference in machine learning. The developed algorithms on credit matrix and the credit correlation matrix are presented. The error of the training sample distributed to the activated memory cell is proportional to the cell’s credibility, which is determined by its activated times. The convergence processes of CA-CMAC in cyclic learning are further analyzed with two convergence theorems. In addition, simulation results on the inverse kinematics of 2-degree-of-freedom planar robot arm are used to prove the convergence theorems and show that CA-CMAC converges faster than conventional machine learning.
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Introduction

Smart machine necessitates self-monitoring, self-diagnosing, and self-maintenance capabilities. The key challenge is to embed fast learning algorithms in machine controller to enable real-time behavior assessment and prognostic intelligence. Many neural networks-based algorithms have been developed to achieve this objective in the past decades. Among these developed tools, the cerebellar model articulation controller (CMAC) network developed by Albus[1,2] has the unique advantages of local generalization, extremely fast learning and easy implementation in software and hardware, so it is considered as a good alternative to the backpropagation method[3]. CMAC has been widely used in many fields, such as function approximation[4], chaotic time series prediction[5], especially in robotic control[6-8]. Wong and Sideris[9] discussed the learning convergence of CMAC, and pointed out that the CMAC learning algorithm in cyclic learning is equivalent to the Gauss Siedel iterative scheme of linear system. However, only a special case was considered in the paper where the learning rate of CMAC was one and the training samples were noiseless. Yao and Zhang[10] extended Wong et al.’s results to the case where the learning rate is other than one and discussed the learning convergence of CMAC when the training samples have noises. They proved that the CMAC learning scheme converges if and only if the learning rate is chosen from (0, 2). Lin and Chiang[11] also proved that the memory contents of CMAC either with or without hash mapping will converge to a limit cycle providing that the learning rate is
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in (0, 2). This conclusion is the same as Yao et al.’s. Lee and Kramer\cite{12} introduced an innovative concept in using CMAC for machine performance degradation assessment and presented some pioneer work with experiments. They further presented the advanced concepts in using the developed self-learning capabilities for remote monitoring and prognostics\cite{13,14}.

There are two basic learning schemes in CMAC: cyclic learning and random learning. In both of these two schemes, there exists a problem termed as “learning interference” which means that training of subsequent samples will destroy the precision of previous ones. Learning interference is one of the important reasons decreasing convergence speed of CMAC. To reduce learning interference, Thompson\cite{15} suggested a method named as neighborhood sequential training. Sayil and Lee\cite{16} developed a hybrid maximum error with neighborhood training algorithm. But in neighborhood training algorithm, training points that lie outside of the neighborhood of the previous training points are chosen. It is usually impossible that the two methods are applied practically if the function to be learned is unknown.

In Ref. [17], Su et al. suggested a credit-assignment CMAC (CA-CMAC) algorithm to speed up the convergence of CMAC, but they did not make any analyses on the convergence property of CA-CMAC. In this paper, we propose a more general CA-CMAC algorithm. We further present the concepts of the credit matrix and the credit correlation matrix, and then prove that the conventional CMAC algorithm is a special case of the proposed CA-CMAC algorithm. Furthermore, the convergence properties of CA-CMAC in cyclic learning are investigated while the training samples without or with noises, respectively. The convergence theorems are obtained, which are significant as a guidance to choose the learning rate in CA-CMAC practical applications. Finally, simulations are carried out to compare the convergence performance of CA-CMAC with that of conventional CMAC.

1 Credit-Assignment CMAC Algorithm

CMAC can be considered as an associative memory network, which performs two subsequent mappings: $f: X \rightarrow A$, $h: A \rightarrow P$, where $X$ is an $M$-dimensional input space. $A$ is an $N$-dimensional association cell vector which contains $g$ nonzero elements. $g$ is the generalization parameter. $P$ is a one-dimensional output space. In the first mapping, the point $X_k$ in the input space is mapped into a binary associative vector $A_k$ whose elements are defined as Eq. (1). In the second mapping, the network output is calculated as the scalar product of $A_k$ and the weight vector $W$, as shown in Eq. (2). The update rule to the weights is shown in Eq. (3). For the simplicity of analysis on the convergence, hash coding is not considered here.

$$a_{k,j} = \begin{cases} 1, & \text{if the } j\text{-th element is activated} \\ 0, & \text{otherwise} \end{cases} \quad (1)$$

$$Y_{t,k} = A_k^T W = \sum_{j=1}^{N} a_{k,j} w_j \quad (2)$$

$$w_j(t+1) = w_j(t) + \Delta w_j(t) = w_j(t) + \frac{\beta a_{k,j}}{g} \left( Y_{d,k} - \sum_{j=1}^{N} a_{k,j} w_j(t) \right) \quad (3)$$

where $k$ is the $k$-th sample, $Y_{t,k}$ the real output of the $k$-th sample, $w_j$ the $j$-th element in the weight vector $W$, $t$ the $t$-th cycle, $\beta$ the learning rate, and $Y_{d,k}$ the desired output of the $k$-th sample.

From Eq. (3), it can be seen that all addressed memory cells get equal shares for error correction of the sample $(X_k, Y_{d,k})$ in the $t$-th cycle. This will result in that previous learned information is corrupted due to learning interference. In fact, the memory cells activated by $(X_k, Y_{d,k})$ may have different learning histories, and thus have the different credibility. Based on the concept of credit assignment, we assign the credibility to each memory cell, which is the inverse of the cell’s activated times. The error distribution is proportional to the credibility. The modified update rule to the weights can be written as

$$w_j(t+1) = w_j(t) + \frac{\beta a_{k,j}}{\sum_{j=1}^{N} (1/f_j(l))} \left( Y_{d,k} - \sum_{j=1}^{N} a_{k,j} w_j \right) \quad (4)$$

where $f(j)$ is the activated times of the $j$-th memory cell. $f_k(l)$ is the activated times of the memory cell activated by the $k$-th sample. To prevent dividing by zero, the minimum value of the activated times of the memory
cell is set to 1 firstly. The more times the memory cell has been activated, the more accurate the stored weight is. Therefore, the equal share of error correcting as \( f_i / g \) in Eq. (3) is replaced by \( (1 / f_j) \sum_j (1 / f_k) \) in Eq. (4). With this modification, the error of the training sample can be proportionally distributed into the activated memory cell based on its credibility. It is obvious that the modified error distribution is more reasonable.

2 The Convergence Property of CA-CMAC

Wong and Sideris\(^9\) had proposed another description of the conventional CMAC algorithm to analyze the learning convergence. In this section, we will describe the learning process of CA-CMAC in the similar way.

Suppose that the training samples are \((X_d, Y_d)\) \((i = 1, 2, \ldots, n)\), and \(n\) is the number of training samples. Consider the \(t\)-th cycle of the \(k\)-th training sample. The output error \( \delta_k^{(i)} = Y_d - A_k^t W^{(i)} \). Let \( g_k = \sum_j (1 / f_k) \) and define the unit correction as \( \delta_k^{(i)} / g_k \). From Eq. (4), correction for the weight in the memory cell activated by the \(k\)-th sample is \( 1 / g_k ) \delta_k^{(i)} \). The correction may affect the outputs of other training samples. At this time, the output of the \(i\)-th training sample becomes \( A_k^t W^{(i)} + d_a \delta_k^{(i)} / g_k \), where \( d_a = \sum_j (1 / f_a) \). \( f_a \) is the activated times of the memory cell which is activated by both the \(i\)-th sample and the \(k\)-th sample. Obviously, \( d_a = d_{ai} \) and \( d_k = \sum_j (1 / f_k) = g_k \). If the initial weights are set to zeros, after \(t\) cycles, the accumulated unit correction of the \(k\)-th sample is \( \Delta_k' = \sum_t \delta_k^{(i)} / g_k \). Then the output of the \(i\)-th sample can be expressed as \( Y_{ij} = \sum_{k=1}^n d_k \Delta_k' \). When the CA-CMAC learning converges, i.e., \( \delta_k^{(i)} \) goes to zero, \( \Delta_k' \) will converge to a constant. Therefore, the convergence of CA-CMAC algorithm is equivalent to the convergence of \( \Delta_k' \). Let \( D = (d_{ik}) \) \((i, k = 1, 2, \ldots, n)\), \( \Delta_k' = [\Delta_1', \Delta_2', \ldots, \Delta_n']^T \). Expressed in a matrix form, the learning convergence is equivalent to find the solutions of the linear system,

\[
D \Delta_k' = Y
\]

where \( Y = [Y_{d,1}, Y_{d,2}, \ldots, Y_{d,n}]^T \).

Let \( A = [A_1, A_2, \ldots, A_n] \) and define a matrix \( F \),

\[
F = \begin{bmatrix}
1 / f(1) & 0 & 0 & L & 0 & 0 \\
0 & 1 / f(2) & 0 & L & 0 & 0 \\
L & L & L & L & L & L \\
0 & L & 0 & 1 / f(N - 2) & 0 & 0 \\
0 & L & 0 & 0 & 1 / f(N - 1) & 0 \\
0 & L & 0 & 0 & 0 & 1 / f(N)
\end{bmatrix}_{N \times N}
\]

The diagonal elements of \( F \) represent the credibility of memory cells, so we call \( F \) the credit matrix. From the definition of \( D \), we can get

\[
D = A^T F A
\]

We call \( D \) the credit correlation matrix. \( D \) has many good properties, which can be described in Theorem 1.

**Theorem 1** The credit correlation matrix \( D \) has the following properties: a) \( D \) is a real symmetric matrix. All elements are non-negative integers, and the diagonal elements are \( g_k \) \((k = 1, 2, \ldots, n)\). b) \( D \) is a positive semidefinite matrix.

**Proof** Property a) can be obtained easily from the definition of \( D \). Property b) is proved as follows:

\[\exists X \neq 0, \text{ quadratic form } f(X) = X^T DX = X^T (A^T FA)X = (AX)^T F (AX) \geq 0, \text{ so } D \text{ is positive semidefinite.} \]

Then Eq. (5) can be written as

\[
A^T FA \Delta' = Y
\]

If \( f(i) = 1 (i = 1, 2, \ldots, n) \), \( F \) will become the unit matrix and \( g_k \) \((k = 1, 2, \ldots, n)\) equals to \( g \). Then Eq. (7) becomes

\[
A^T FA \Delta = Y
\]

where \( \Delta = [\Delta_1, \Delta_2, \ldots, \Delta_n]^T \), \( \Delta_k = \sum_i \delta_k^{(i)} / g \). Equation (8) is no other than the equation of the linear system described by Wong and Sideris in the conventional CMAC algorithm\(^9\). So the conventional CMAC
algorithm is just a special case of CA-CMAC, in which all the memory cells have the same activated times, and thus have the same credibility.

In this paper, only cyclic learning is considered, where the training samples are presented to the CA-CMAC in a cyclic fashion and weights are updated after each presentation. The convergence properties of CA-CMAC are investigated in two cases: the training samples with or without noises.

### 2.1 Learning convergence of CA-CMAC without noises

In cyclic learning, the update rule of the $i$-th sample in the $t$-th cycle can be written as

$$\Delta_i^{(t+1)} = \Delta_i^{(t)} + \beta (Y_{d,i} - \sum_{j=1}^{i-1} d_j \Delta_j^{(t+1)} - \sum_{j=1}^{i} d_j \Delta_j^{(t)})/g_i$$

Define a matrix

$$G = \begin{bmatrix} g_1 & 0 & 0 & L & 0 & 0 \\ 0 & g_2 & 0 & L & 0 & 0 \\ L & L & L & L & L & 0 \\ 0 & L & 0 & g_{n-2} & 0 & 0 \\ 0 & L & 0 & 0 & g_{n-1} & 0 \\ 0 & 0 & 0 & 0 & 0 & g_{n} \end{bmatrix}$$

$D$ can be written as $D = L + G + U$. $L$ and $U$ are the lower and upper off-diagonal parts of $D$, respectively. $G$ is the diagonal part of $D$. Then Eq. (9) becomes

$$G\Delta_i^{(t+1)} = G\Delta_i^{(t)} + \beta (Y - L\Delta_i^{(t+1)} - (G + U)\Delta_i^{(t)})$$

Equation (11) is no other than the successive over relaxation (SOR) scheme of the linear system (Eq. (5)) with $\beta$ being the relaxation factor. From the iteration theories of the linear equations,[18] we get Lemmas 1 and 2.

**Lemma 1** The necessary condition for the convergence of SOR scheme of the linear system $Ax = b$ that is the relaxation factor $\omega$ fulfills $0 < \omega < 2$.

**Lemma 2** If $A$ is a positive definite matrix, then the relaxation factor $\omega$ fulfills $0 < \omega < 2$, SOR scheme of the linear system $Ax = b$ converges.

Then the following theorem is obtained.

**Theorem 2** The necessary convergence condition of CA-CMAC in cyclic learning when the training samples are noiseless is that the learning rate $\beta$ fulfills $0 < \beta < 2$. Specially, when $D$ is a positive definite matrix, $0 < \beta < 2$ becomes the sufficient and necessary condition.

**Proof** It can be easily obtained from Lemma 1 and Lemma 2.

### 2.2 Learning convergence of CA-CMAC with noises

Assuming when the $i$-th sample is presented to CA-CMAC, a noise term $\eta_i$ is added to the desired output $Y_{d,i}$, and $\eta_i$ is independent and identically distributed random variables with $E(\eta_i) = 0$ and $E(\eta_i^2) = \sigma^2$, we can prove the following theorem.

**Theorem 3** When the training samples have noises, assuming $\sum_i \beta_i = \infty$, $\sum_i \beta_i^2 < \infty$, and $0 \parallel \tilde{a} \parallel 2$, CA-CMAC algorithm converges with a probability of one in cyclic learning if $\beta$ decreases dynamically. In other words, $\lim_{t \to \infty} E(\|\Delta_i^{(t)} - \Delta^{*}\|^2) = 0$, where $\Delta^{*} = D^{-1}Y$.

To prove Theorem 3, we first introduce the following lemmas.

**Lemma 3** Under the assumptions of Theorem 3, $E(\Delta_i^{(t)})$ converges.

**Proof** In the case with noises, the update rule of the $t$-th cycle can be written as

$$\Delta_i^{(t+1)} = \Delta_i^{(t)} + \beta (Y_{d,i} + \sum_{j=1}^{i-1} d_j \Delta_j^{(t+1)} + \sum_{j=1}^{i} d_j \Delta_j^{(t)})/g_i$$

Like Eq. (9), Eq. (12) can be rewritten in a matrix form,

$$\Delta_i^{(t+1)} = (G + \beta L)^{-1}[(1 - \beta)G - \beta U]\Delta_i^{(t)} + \beta (G + \beta L)^{-1}Y + \eta_i$$

where $\eta = (\eta_1, \eta_2, \ldots, \eta_n)^T$. Taking expectations from both sides of Eq. (13), we obtain

$$E(\Delta_i^{(t+1)}) = (G + \beta L)^{-1}[(1 - \beta)G - \beta U]E(\Delta_i^{(t)}) + \beta (G + \beta L)^{-1}E(Y + \eta)$$

Equation (14) is another form of SOR scheme. Under the assumptions of Theorem 3, we have $0 < \beta_i < 2$. Following Theorem 4.1(b) of Ref. [19],...
Suppose that \( \{z_n\} \) is a sequence of non-negative real numbers satisfying
\[
z_{n+1} \leq (1 - \gamma_n) z_n + O(\gamma_n^2), \quad z_1 = r_0
\]
where \( r_0 \) is an arbitrary non-negative real number and \( 0 < \gamma_n < 1 \). Then, we have
\[
\lim_{n \to \infty} z_n = 0.
\]

The proof can be referred to Ref. [10].

Note that Eq. (12) can be written as
\[
\Delta_i^{n(t)} = \Delta_i^{n(t)} + \beta_t S_i (Y_{d,i} + \eta_i - D_i^T \Delta_i^{n(t)}) / g_t
\]
where \( \Delta_i^{n(t)} \) is the \( \Delta_i \) vector after the \( i \)-th presentation at the \( t \)-th cycle. Here, we adopt the convention that \( \Delta_i^{n+1} = \Delta_i^{n(t)}+1 \). \( S_i \) is an \( n \)-dimensional vector with the \( i \)-th element being 1 and others being 0. \( D_i^T \) is the \( i \)-th row of matrix \( D \). We redefine \( S_i / g_t \) as \( S_i \) and then Eq. (16) can be rewritten as
\[
\Delta_i^{n(t)} = (1 - \beta_t S_i D_i^T) \Delta_i^{n(t)} + \beta_i S_i (Y_{d,i} + \eta_i) + \beta_i^2 \sum_{k=1}^{n} S_k (Y_{d,k} + \eta_k)
\]
By repeatedly applying Eq. (17) to all the samples in the training cycle, we get
\[
\Delta_i^{n(t)} = \sum_{t=1}^{n} (1 - \beta_t S_i D_i^T) \Delta_i^{n(t)} + \beta_i \sum_{k=1}^{n} S_k (Y_{d,k} + \eta_k)
\]
\[
\beta_i^2 P(\beta_i) \Delta_i^{n(t)} + \beta_i^2 R_i (\beta_i) + \beta_i^2 \sum_{k=1}^{n} R_k (\beta_i) \eta_k
\]

where \( R_i (\beta_i) \) and \( R_k (\beta_i) \) are \( n \)-dimensional vectors, \( P (\beta_i) \) is an \( n \times n \) matrix, and all their entries are bounded when \( \beta_i \) approaches zero. Let \( R (\beta_i) = (R_1 (\beta_i), ..., R_n (\beta_i)) \). Define a matrix
\[
G^{-1} = \begin{bmatrix}
1 / g_1 & 0 & 0 & L & 0 & 0 \\
0 & 1 / g_2 & 0 & 0 & L & 0 \\
L & L & L & L & L & L \\
0 & 0 & 0 & 1 / g_{n-2} & 0 & 0 \\
0 & 0 & 0 & 0 & 1 / g_{n-1} & 0 \\
0 & 0 & 0 & 0 & 0 & 1 / g_n
\end{bmatrix}_{n \times n}
\]

Equation (18) can be rewritten in a simple matrix form
\[
\Delta_i^{n(t)} = \Delta_i^{n(t)} + \beta_i G^{-1} (Y + \eta - D \Delta_i^{n(t)}) + \beta_i^2 P(\beta_i) \Delta_i^{n(t)} + \beta_i^2 R_i (\beta_i) + \beta_i^2 \sum_{k=1}^{n} R_k (\beta_i) \eta_k
\]

\[
\beta_i^2 P(\beta_i) \Delta_i^{n(t)} + \beta_i^2 R_i (\beta_i) + \beta_i^2 \sum_{k=1}^{n} R_k (\beta_i) \eta_k
\]

\[
\beta_i^2 P(\beta_i) \Delta_i^{n(t)} + \beta_i^2 R_i (\beta_i) + \beta_i^2 \sum_{k=1}^{n} R_k (\beta_i) \eta_k
\]

The proof can be referred to Ref. [10].
\[ \delta_t^2 G^{-1} D \delta_t \geq \lambda_{\min} \| \delta_t \|^2, \]

\[ \delta_t^2 (G^{-1} D)^2 \delta_t = \| G^{-1} D \delta_t \|^2 \leq \| G^{-1} D \|^2 \| \delta_t \|^2 \]

\[ \delta_t^2 Q(\beta, \delta_t) \leq \lambda(\beta) \| \delta_t \|^2 \]

Therefore, from Formula (24), we get

\[ E(\| \delta_{t+1} \|^2 \mid \Delta^{(t)}, \tau, \Delta^{(t)}) \leq (1 - 2\beta_{\min} + \beta_{t}^2 \lambda_{\max} + \beta_{t}^2 \lambda(\beta_t)) \| \delta_t \|^2 + \beta_{t}^2 R_t^T(\beta_t) \delta_t + \beta_{t}^2 \lambda(\beta_t) \| \delta_t \|^2 + O(\beta_{t}^2) \]  

(25)

Taking expectations from both sides of Formula (25), following Lemma 3 we have

\[ E(\| \delta_{t+1} \|^2) \leq (1 - 2\beta_{\min} + \beta_{t}^2 \lambda_{\max} + \beta_{t}^2 \lambda(\beta_t)) E(\| \delta_t \|^2) + O(\beta_{t}^2) \]  

(26)

Suppose the upper bound of \( \lambda(\beta_t) \) is \( \lambda_0 \). From Formula (26) we have

\[ E(\| \delta_{t+1} \|^2) \leq (1 - 2\beta_{\min} + \beta_{t}^2 \lambda_{\max} + \beta_{t}^2 \lambda_0) E(\| \delta_t \|^2) + O(\beta_{t}^2) \]  

(27)

We can choose a positive real number \( u \) and a positive integer \( T \) such that for \( \forall t \geq T \),

\[ 0 < u < 2\beta_{\min} - \beta_t \lambda_{\max} + \lambda_0 \]  

(28)

and

\[ \beta_t(2\beta_{\min} - \beta_t \lambda_{\max} + \lambda_0) < 1 \]  

(29)

Then Formula (27) implies that

\[ E(\| \delta_{t+1} \|^2) \leq (1 - \beta_t u) E(\| \delta_t \|^2) + O(\beta_{t}^2) \]  

(30)

From Lemma 4 and the assumption of \( \beta_t \), we get

\[ \lim_{t \to \infty} E(\| \delta_t \|^2) = 0 \]  

(31)

The proof of Theorem 3 is completed.

In Ref. [10], Yao and Zhang has proved that CMAC learning algorithm will not converge if the learning rate is kept fixed in the case that training samples have noises, so the convergence of CA-CMAC will not be discussed in this work when the learning rate is kept fixed in this case.

3 Simulation

To testify the theorems derived above, a simulation is carried out to solve an inverse kinematics problem of 2-degree-of-freedom planar robot arm. Let \((x, y)\) denote the coordinates of the gripper of the arm, and the joint angles are given by the following.

\[ \begin{align*}
\theta_1 &= \arctan(y/x) + \arctan[(l_2 \sin \theta_2)/(l_2 - l_2 \cos \theta_2)], \\
\theta_2 &= \arccos[(l_1^2 + l_2^2 - x^2 - y^2)/(2l_1 l_2)]
\end{align*} \]

(32)

where \( \dot{\theta}_1 \) and \( \dot{\theta}_2 \) are the first and second joint angles, \( \dot{\theta}_1, \dot{\theta}_2 \). Only \( \dot{\theta}_1 \) is learned. \( l_1 \) and \( l_2 \) are the link lengths. Suppose \( l_1 = l_2 = 10 \) and \( 0 < x, y < 10 \). Simulation parameters are as follows: the intervals of \( x \) and \( y \) of the training sample are both 1, i.e., \( x, y \in [0.5, 1.5, \ldots, 9.5] \); the quantizing intervals of \( x \) and \( y \) are both 0.5; the generalization parameter is 8; the permitted error of each training sample is 0.001; the maximum cycle is 1000.

Simulation 1

In this simulation, the training samples are noiseless. Figure 1 shows the mean square error (MSE) of all training samples versus each cycle. It can be seen that when \( 0 < \alpha < 2.0 \), the CA-CMAC learning scheme is convergent. But when \( \alpha = 2.0 \), the learning algorithm is not convergent. This confirms Theorem 2.

![Fig. 1 The convergence property of CA-CMAC with different learning rates](image)

1. \( \alpha = 0.1 \); 2. \( \alpha = 0.4 \); 3. \( \alpha = 0.8 \); 4. \( \alpha = 1.9 \); 5. \( \alpha = 2.0 \)

Simulation 2

In this simulation, when each sample is presented to CA-CMAC, a noise term is added to the desired output, which is a random variable generated by the Gaussian distribution \( N(0, 0.05) \). The learning rate is adjusted dynamically as follows:

\[ \begin{align*}
\beta_t &= \beta_{t-1}, & \text{if } \text{MSE}_t < \text{MSE}_{t-1} \\
\beta_t &= 0.8\beta_{t-1}, & \text{otherwise}
\end{align*} \]

(33)

where \( \text{MSE}_t \) means the MSE of all training samples after the \( t\)-th cycle. Figure 2 shows the MSE decreases and the learning algorithm converges when the
learning rate is dynamically decreased. This confirms Theorem 3. Figure 2 also shows that the convergence speed of CA-CMAC is faster than that of CMAC while the convergence precisions of two algorithms are similar. If the required minimum MSE is 0.001, CA-CMAC achieves this goal after 55 cycles while CMAC needs about 150 cycles.

**Fig. 2** The convergence of two algorithms when the training samples have noises

**Simulation 3**

In this simulation, the training samples are noiseless and the learning rate is dynamically decreased as Formula (33). The comparative study in Fig. 3 shows that the convergence property of CA-CMAC is better than that of CMAC both in convergence speed and in convergence precision. The fast convergence speed is especially important for many real-time control applications.

**Fig. 3** The convergence of two algorithms when the training samples are noiseless

4 Conclusions

A credit-assignment CMAC algorithm is presented to reduce learning interference in machine learning. The convergence process of CA-CMAC is analyzed by presenting the credit matrix and the credit correlation matrix, and CMAC is proved to be a special case of CA-CMAC where all memory cells have the same credibility. The convergence theorems can be used as a guidance for choosing the learning rate properly in practical applications. The theorems also show that CA-CMAC has no additive convergence conditions compared with CMAC. The simulation results show that CA-CMAC has better convergence property than conventional CMAC, especially in the convergence speed. It is evident that CA-CMAC can be easily to be embedded in machines for self-learning and self-maintenance applications.
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