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Abstract: A principal component analysis-cerebellar model articulation controller (PCA-CMAC) model is
proposed for machine perfomance degradation assessnent PCA is used to feature selection, which eliminates the
redundant information among the features fran the snor signals and reduces the dimension of the input ©
OMAC QMAC is usd b asess degradation states quantitatively based on its local generalization ability The
implementation of themodel ispresented and themodel is gpplied in a drillingmachine o asess the statesof the
cutting ol The reaults shawv that themodel can assess thewear states quantitatively based on the nomal state of
the cutting tool The influence of the quantization parameter g and the generalization parameter r in the CMAC
model on the asessnent reaults is analyzed If g is larger, the generalization ability is better, but the difference of
degradation states is not obvious If r is gnaller, the different states are distinct, but memory requiranents for
sioring the weights are larger. The principle for selecting o parameters is that the memory storing the weights
should be snall while the degradation states should be easily distinguished

Key words principal component analysis cerebellar model articulation controller (QVIAC); perfomance

degradation assessnent

In recent years, intelligent maintenance of machines
has been emerging as a replacenent for preventive ma-
intenance and reactive maintenance D ifferent fram fault
diagnosis, intelligent maintenance focuses on the pre-
diction and asessnent of degradation states of a ma-
chine U aually, the machine and camponents go through
a wries of degradation states before failure occurs™. If
the perfomance degradation behavior can be detected in
time, the failure can be prevented Then the machine
can be running in zer-breakdovn condition

Many efforts have been made to develop methods
and tools o predict and assess machine perfomance
degradation Led?” first proposed a pattem discrimina-
tion model based on the cerebellar model articulation
contoller (QMAC) neural netvork Experimental results
on the steppingmotor and the robot have proven the fear
sibility of the proposed model Lin and Wand® al®
used enhanced QMAC in perfomance analysis of ota
ting machinery Zhang et al ') suggested a modified
QVAC algorithm for perfomance degradation aseessnent
in self-maintenance machines Yan and M uanmer™
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used a logistic regression gopmach o asessperfomance
degradation of an elevator door systen Dae and L e
preented the ART2 (adaptive resnance theory 2)
method that could easily create nev classes for new
states and the adaptive ability for changed running con-
ditionswas imp roved

In general, if the data can be collected in nomal
state, degradation stateswith different severities and all
kinds of fault states, the assessnent of perfomance deg-
radation can be looked on aspattemn recognition or clas-
sfication S many methods such as tme-frequency a
nalysis fuzzy logic, vector machine support, etc can al-
® be used But in fact, hisorical running data under
degradation and faulty states are difficult © acquire Es
pecially for sme nev products, the data is o mpossi-
ble 1o classify different states Therefore, developing the
method of asessing perfomance degradation based on
the nomal state is critical Among the methods men-
tioned above, the QMAC ispreferred because it can meet
this need But the mgpping process in the CMAC be-
canes canplex and the physical memory needed for sto-
ring the weights is oo large o mplement if the number
of the inputs o the QMAC is very large The proper
number of the inputs o the QMAC is betveen 1 and 5
This limits the practical goplication of the QUAC

In this pgoer, principal component analysis (PCA)
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isproposed as a preprocessing method for reducing the
nunber of the inputs o the QAMAC The PCA-QMAC
model is gpplied o asess perfomance degradation just
based on the data in nomal conditions First, PCA plays
the oles of feature slection and data-dimension reduc-
tion Then, the QVAC is used O asess degradation
guantitatively. To show the effectivenessof themodel, an
experiment in asessng the statesof the cutting ool in a
drilling machine has been perfomed

1 PCA-QMACModel

PCA isone of the most general feature extraction
methods It has been widely used in feature extraction
fran complex and high dimensional data in many fields,
auch as signal processing, image processing and pattem
recognition It reduces the dimensionality of the feature
Pace by creating nev features that are linear combina-
tions of the original features As a realt, infomation
storage, processing, and trangnission can become easier
and more efficient”’.

The proposed model is shavn in Fig 1 The fea
tures extracted fram the sen®or signals such as vibrar
tion, temperature, current or wltage, are firstly analyzed
by the PCA method Suppose that n observations for m
features form an n xm matrix, signed asX = (x;), j =1,
2, ...,m;i=1,2 ...,n The PCA isprcesed as fol-
low s :

1) The data is standardized

Xj = X, mean
%= g (x) «y
where X .., ando (x) are the mean and the standard
deviation of the j-th feature, repectively.

2) Calculate m xm correlation matrix C,which is
smmetrical and positive definite

C=X'X @)

3) The eigenvalueA ; and the eigenvector p; of C

are computed in decreasing order of magnitude & ; >\ ,

>...>\ ). The original data can then be expressed in

temsof the eigenvalues and eigenvectors which define
the principal component directions

X=tp +6p +o. thp +oee 1 ()

where t =Xp; isan n x1 re vector, namely the projec-

tion of the data onto the j-th principal component vec-
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PCA CMAC
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Fig 1 PCA-QMAC model

tor An gproximate model, comprisng of the first k
temsof Eq (3),will cgture most of the observed vari-
ance in X if the data are correlated The percentage that
the infomation in X can be epresed as the first k
temsof principals is

AL +A .. +A
Qzl+2+ +A @
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The PCA in the proposed model has the followving
functions

1) It eliminates redundant infomation in perfom-
ance features and retains the most important information
in lover dmensions

2) It decreases the complexity of computation in
the QMAC

3) The datigtical characteristics of the main cam-
ponents of perfomance features can be visible in wo- or
three-dimensional gace

The QMAC neural netvork is enployed o evaluate
variant degradation states The main advantages of the
QMAC againstML P, RBF and other neural netvorks are
its local generalization, extramely fast learning gpeed and
eay/ impleamentation in ftvare and hardvare The
QVAC can be considered as an asociative manory net-
work,which perfoms tvo mappings S -A - P,where S
is them-dimensional input $ace,A isan n-dimensional
asociation cell vector which contains g non-zero ele-
ments, g is the generalization paraneter, and P is one-
dimensional output gace

Before the mapping, each input variable s (i =1, 2,
...,m) in S should be quantized as

s 5)

where s i, istheminimunm of 5, and r, is the quantiza-
tion paraneter of s (r; isal®o called the reolution). The
mapping addressof s will be detemined acoording 1o its
guantization value

Then, the first mapping cambines each mapping
address and projects the point S, in the input ace ino
a binary asociative vecor A,. The elanents in A, are
defined as

1 if the j-th elenent is activated
a by the k-th sample (6)
0 othewise
where 1< j< n
The second mgpping calculates the output of the
netork as a scalar product of A, and the weight vector
W, as shovn in Eq (7).
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N
Yoo =AW = Zak,jo (7)

The weights are updated as
wi(t+1) =w (1) +Aw (1) =

B_au[ . J
Wi (t + 9 Yo, - Z g jW; (v (8)

where Y,  is the real output at the k-th sample,w; is the
j-th element in theweight vectorw, t is the t-th cycle8
is the leaming rate, and Y, is the desired output at the
k-th smple The initial value of w; can be %t © zem
The initial value of should be in (0,2) andB can be
reduced with the leaming cycle increasing

The mgoping built intb the QMAC asaures local
generalization, that is b say smilar inputs create smilar
outputswhile different inputs create nearly independent
outputs This generalization ability of the QVAC makes
it very auitable for perfomance degradation asseessnent
The QMAC can be trained only using the data in the
nomal sate If the input deflects fran the input in nor-
mal conditions, the output of the QUAC will deflect fram
the desired output in the nomal state Moreover, the de-
gree of deflection in the output can reflect the degree of
deflection in the input This characterigtic is due © the
mapping mechanisn in the QMAC, © other neural net-
works cannot achieve it This good generalization ability
is a significant reaon that the QMAC can be usd as a
powerful tool for machine perfomance asessnent

2 Perfomance A sessnent of Cutting Tool

The proposed model is goplied 0 evaluate the
wearing state of a cutting ool in a drillingmachine The
cutting tool goes fran brand nev to wom after 132 holes
have been drilled The vertical vibration signal on the
gindle in the stationary cutting process is sampled The
machining and sampling paraneters are as follovs feed
rate is 250 mm/min; cutting velocity is 1200 r/min;
the depth of hole is 12. 6 mm; sampling rate is 15 kHz
filter frequency is6 kHz (lov pass).

Through fast Fourier trandom (FFT) of the meas
ured vibration signals, tvo characterigtic frequencies are
found One is low frequency, betveen 600 and 800 Hz,
and the other is high frequency, betveen 3 800 and 4
000 Hz The folloving features are extracted as the per-
fomance features of the cutting ool f, is the oot mean
guare value (in time damain); f, is themean anplitude
in the first characteristic frequency; f; is the mean an-
plitude in the second characteristic frequency;, f, is the

maximum amplitude in frequency damain; f; is the maxi-
mum powver anplitude; f; is the frequency with the maxi-
mum powver anplitude in the first characteristic frequen-
cy; f;, is the frequency with the maximun powver anpli-
tude in the second characteristic frequency.

To reduce the unfavorable influence of outliers, the
follovingmethod isused o eliminate ssme outliers Sup-
pose that Z is the series composed of f,. Z is the eries
after Z is processed by one order exonent snoothing
Z =07 +(1-0)Z ,0 =0.7.0° is the variance of all
glenentsof Z fZ - © <Z.,, <Z +10 (k=6 here),
Z,., is thought of as a nomal smple point, othewise
Z.., isan outlier and elminated Then 125 holes are fi-
nally obtained The perfomance of the cutting tol is
good duringwhen 1 o 30 holes are drilled, and degrada-
tion occurs because of the wear after the 30-th hole
Swppoe F ={f,f,...,f} isa30 x7 data stwhich re-
presents the nomal state of the cutting ol Through
principal component analysis © F, the principal compo-
nents (PC9 and the gpace composed of PCs can be ob-
tained The first three PCs are retained because they
have contained 91. 17% of the infomation of F.

For asessing the perfomance of the cutting tool,
the data representing different states are pojected onto
the PC gace The PCswill change with a trend when
the wear becaonesmore and more srious The three PCs
are diovn in Fig 2 “ * 7 s repreent the 1st o 30th
holes “0” s represent the 31t to 75th holesand “ +” s
represent the 76th o 125th holes

2~
+
b L
4 S
=
-1k
-2L

Secony =2 -2 -

The first PC

Fig 2 Three principal canponents

Supposing when the cutting ol in the nomal
state, the desired output of the QVMAC isequal © 1 The
three PCs in nomal state are used © train the QMAC
When the PCs in other cases are inputted into
the QWAC, the outputs of the QUAC show the chan -



302 Zhang L ei, Cao Qixin, Jay Lee, and Frank L. Lewis

ging condition of the cutting ol If the output of the
QMAC isclos © 1, the cutting tool is still in a nomal
state W ith the wear becoming more and more <erious,
the output of the QVMAC will deflect fran 1 further and
further Thismeans that perfomance degradation is be-
coming more and more <erious The minimum output of
the QMAC isOwhen the input deflects fram that of nor-
mal states completely Fig 3 shows the asessnent re-
allts of the QMAC The oufput of the QVMAC can be
taken as the confidence value of the cutting tool, which
decreases during the drilling process The confidence
value is about 0. 9 after 70 holes have been drilled and
about 0. 8 after 120 cyclesW hat 0. 9 or 0. 8 means dull
orwom out, should be decided according 1o a practical
drilling process and the experience of operators or ex-
perts
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Fig 3 Asessnent realtsof the GMAC
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There are wo paraneters which play important
les in adjugting the structure and performance of the
QMAC One is the quantization paraneter r of each in-
put variable(in Eq (5)) and the other is the generaliza-
tion paraneter g (in Eq (8)). These two paraneters
must be slected properly Fig 3 shows the outputs of
the OMAC with r=0.25 and g =32 If g is becaming
larger, the generalization ability is better S the curve
is snoother, but at the same time, the difference of the
oufputs at different states isnot obvious If g is too much
snaller, all the outputswill be zers except in the nor-
mal state, © variant degradation stateswill not be distin-
guished In the sane way, if r is becaming snaller, the
different states are easily digtinct while the needed
memory cellswhere the weights are stored became very
large In general, the slection of r and g should satidy
tvo basic rules First, the memory sboring the weights
hould be snall Secondly, the degradation states should
be easly distinguished g =32 and r =0. 25 are proper
in this study.

A lthough the outputs of the QMAC are changing
when g or r is changed, the trends showing the
perfomance degradation are smilar Sme threshold val-
ues can be obtained fram the experience of the operators

or experts © alams can be created when the perfom-
ance is decreased 0 be snaller than these thredolds

Moreover, the quantization paranetersof the input varia-
bles are the same in this study. But in fact, they can be
<t o different values according o the sensitivities o the
perfomance of the cutting ol If the perffomance of the
cutting ol ismore sensitive o one feature than others,

the quantization paraneter of thisfeature can be st b a
snaller value than quantization parameters of other fea
tures

3 Conclusions

The goplication of the proposed PCA-QVIAC model
for asessing the states of cutting tols in the drilling
machines proves that it is feasible Thismodel is generic
and can be used in perfomance degradation assessnent
for other machines If we fix snors in different parts of
amachine, the perfomance degradation of the machine
can be evaluated by thismodel The advantages of the
model can be concluded as follows

1) It can asess the degradation state based only on
the data in the nomal state,which is importantwhen the
data in abnomal dates are difficult o collect for sme
high-perfomance machines or nev machines

2) The degree of the perfomance degradation can
be evaluated by the output of the QMAC quantitatively.

3) It can fuse multiple feature infomation

4) The senditivity of each feature to machine per-
fomance can be adjusted by the relution (the quanti-
zation parameter) of this feature

5) It can be on-line updated because of fast con-
vergence Peed of the AMAC

In thispgper, the gpplication of the PCA-GMAC in
the cutting tool is a smple exanple Hov 0 use this
model in machinesmore generally and honv t properly
detemine the quantization parameter of each feature
acoording o its snsitivity o machine perfomance need
further investigation
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